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Summary

A factsheet for the negative binomial distribution.

Figure 1: An example of the negative distribution with 𝑟 = 4 and 𝑝 = 0.3.
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Where to use: The negative binomial distribution is often used to handle over-dispersed data,
which means the variance exceeds the mean. It can serve as an alternative to the Poisson
distribution, as the Poisson distribution assumes that the mean is equal to the variance. 𝑋
represents the number of trials required to reach the targeted number of successes 𝑟.

Notation: 𝑋 ∼ NB(𝑟, 𝑝)
Parameters: Two numbers 𝑟, 𝑝 where:

• 𝑟 is an integer representing the targeted number of successes,
• 𝑝 is a real number representing the probability of success in a single trial (where 0 ≤

𝑝 ≤ 1).

Quantity Value Notes

Mean 𝔼(𝑋) = 𝑟(1 − 𝑝)
𝑝

Variance 𝕍(𝑋) = 𝑟(1 − 𝑝)
𝑝2

PMF ℙ(𝑋 = 𝑥) = (𝑥 + 𝑟 − 1)!
(𝑟 − 1)!𝑥! (1 − 𝑝)𝑥𝑝𝑟

CDF ℙ(𝑋 ≤ 𝑥) =
𝑥

∑
𝑖=1

(𝑥 + 𝑟 − 1)!
(𝑟 − 1)!𝑥! (1 − 𝑝)𝑥𝑝𝑟

Example: You flip a coin multiple times, and the probability of getting ‘heads’ is 0.5. You
decide to stop flipping the coin once you get 3 ‘heads’; these do not have to be consecutive.
Taking ‘heads’ as a success, this can be expressed as 𝑋 ∼ NB(3, 0.5). It means the probability
of success is 0.5, and you will stop conducting trials after you reach 3 successes.

Further reading

This interactive element appears in Overview: Probability distributions..
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